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ABSTRACT

The development of innovative mobile technologies with intelligent processes have led to the large-scale interconnection
of heterogeneous devices and systems via the Internet of Things (IoT). Thus, cloud technology is considered the basis for
IoT. Yet, in reality, numerous security challenges face these network advancements in the form of network anomalies and
threats. In fact, loT-Cloud networks are vulnerable to attacks due to their wireless communication features and the partici-
pation of IoT devices. Thus, security has become an important issue for the basic functionality of such networks. Ensuring
the reliability of collected data remains a challenging issue. IoT devices especially are too vulnerable to attackers due to
their limited security resources. In this context, traditional intrusion detection systems (IDS) are becoming incompatible
with the new network environment, while systems related to machine learning and deep learning are emerging. Artificial
Intelligence (AI) tools are powerful techniques that could be used to achieve this purpose. In this work, we propose applying
a machine-learning technique with a real IoT dataset to develop an intelligent intrusion detection system (IIDS). Data trans-
ferred between interconnected systems in the IoT-cloud networks will be encrypted. Moreover, we propose an optimal
intelligent solution for the IoT energy consumption problem. This solution is based also on a machine learning tool. Our
proposed solution demonstrates 99% higher scalability than existing attack detection schemes and yields significant im-
provements in both security system performance and quality of service in loT—cloud environments.

Keywords: 10T, Cloud, Security, QoS, Intrusion detection, Artificial Intelligence, Energy, Classification techniques.

1. Introduction service providers to ensure data security and resource

The expansion of IoT networks and their availability [2].

applications in different domains such as healthcare and . . . .
PP These information systems, including database systems,

are exposed to threats of any kind arising from malicious
users. Submitted data is at risk of alteration and

smart homes has provided several everyday advantages
which have significantly impacted our lives. With its low

cost and flexibility, cloud computing has recently evolved . .
4 puting Y destruction. Thus, we can deduce that the security

challenge facing loT-cloud expansion is basically
composed of two main threats [3][4]:

in many areas including commercial, health, military, and
education applications. A feature that is common to all
these paradigms is the issue of wireless communication [1].
Over time, the evolution of IoT-cloud systems and their Hacking cloud servers via the internet represents a
vulnerability to their socio-economic environment has led significant threat to ToT architectures. Such attacks can
to new security needs. In fact, users consistently rely on the
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result in the theft of sensitive data, which is the most
common risk, or allow attackers to gain control over loT
devices for malicious purposes.

] Hacking the cloud server through the loT
sensors themselves is possible considering that
some loT sensors are installed in remote non-se-
cured areas.

To address the security challenges inherent in IoT—cloud
environments, this research proposes a scalable and intelli-
gent attack detection solution aimed at enhancing both sys-
tem security and the quality of service. The main objectives
of this study are as follows: (i) to design an efficient detec-
tion framework capable of handling large-scale and heter-
ogeneous [oT—cloud data, (ii) to improve detection accu-
racy and system scalability while minimizing computa-
tional and resource overhead, and (iii) to evaluate the pro-
posed solution using standard performance metrics and
benchmark it against recent attack detection approaches.

Recent work in this domain highlights multiple categories
of benchmark techniques. Traditional signature-based in-
trusion detection systems provide efficient identification of
known threats but struggle with adaptability and scalability
in dynamic environments. Machine learning—based frame-
works have been shown to enhance detection performance
through automated feature learning and classification, yet
they may incur significant training overhead and latency in
large IoT deployments. Deep learning—based intrusion de-
tection systems demonstrate strong capabilities for recog-
nizing complex and evolving attack patterns, achieving
high accuracy in cloud and IoT contexts. For example, re-
cent deep learning-enabled IDS models achieve notable
performance improvements for [oT security tasks, while
explainable Al techniques have been integrated to improve
model interpretability in intrusion detection applications.
Meanwhile, hybrid and federated learning strategies have
been explored to balance detection effectiveness with dis-
tributed resource constraints and privacy considerations.
These benchmark approaches reflect the current state of re-
search and provide a comprehensive basis for comparing
the effectiveness and scalability of the proposed frame-
work. Malicious attacks can disrupt network performance
by dropping or altering transmitted messages or exposing
confidential information contained within them. If an ex-
ternal attacker gains access to user privileges and creden-
tials, they can intercept transactions, manipulate data, pro-
vide falsified information, and overwhelm system services
and resources. Such attacks can damage an organization’s
reputation, reduce productivity, and potentially result in
significant financial losses and a decline in client trust [5].
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Figure 1. Overview of possible attacks facing loT-Cloud

Furthermore, insider attacks are one of the most dangerous
threats that face many systems today. An insider attack is
carried out by people who are legitimately authorized in the
system to perform certain tasks but decide to abuse this
trust and harm the organization by causing breaches in the
confidentiality, integrity, or availability of the organiza-
tion’s assets. Preventing insider attacks is a daunting task.
Hence, it is necessary to develop a system capable of find-
ing a middle ground where the necessary privileges are
provided, and insider threats are mitigated.

The confidentiality, integrity, and availability of such data
is achieved by designing a secure model such as an
intrusion detection system (IDS). Although the proposed
security schemes in the literature are numerous, there are
still several important issues remaining in terms of security
and performance in Cloud-IoT networks [6].

Therefore, among the well-used techniques of data secu-
rity, we have the Intrusion Detection System (IDS), which
is a type of detection system that protects networks by of-
fering monitoring services for parts of our system. Moreo-
ver, an IDS is an essential component of a network’s secu-
rity, where intrusion and other security gaps must be dis-
covered rapidly and effectively. However, IDS deals only
with the security aspects and not energy efficiency. In this
regard, another challenge facing the IoT expansion is the
problem of energy consumption represented in the internet
bandwidth consumption and the problem of cloud data
storing [6].

In fact, energy efficiency has become a major concern in
data centers and IoT sensors due to the environmental im-
pact, cost, and operational expenses. The infrastructure re-
quires resource planning in order to address the issue of
energy waste, although this has recently been reduced sub-
stantially due to the utilization of best-practice technolo-
gies [7].
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However, company managers are still dubious about the
use of [oT as they fear problems related to security and en-
ergy consumption. Thus, they keep postponing the integra-
tion of IoT and then missing all the benefits provided by
this new way of collecting data. In fact, because of the
emergence of various breaches, several attacks are contin-
uously occurring in IoT and cloud environment. In fact, a
large portion of these threats is comprised of small varia-
tions of recently known cyberattacks. Accordingly, ensur-
ing privacy and security to IoT users is one of the timeliest
and urgent research issues.

In response to managers fears toward IoT integration,
cloud suppliers have been trying to develop effective cloud
services. Several experts around the world have proposed
algorithm architecture and rules to make the cloud compu-
ting environment more secure and energy efficient.

The primary objective of machine learning systems is to
facilitate seamless interaction between humans and com-
puters. Due to their superior feature extraction capabilities,
machine learning algorithms have delivered significant ad-
vantages across various security domains. Accordingly,
our aim is to incorporate intelligent algorithms into the core
functionalities of the intrusion detection system (IDS) to
enhance data security while reducing energy consumption.

Consequently, a major challenge lies in developing a com-
prehensive model for secure data transfer and management,
while ensuring optimal energy allocation across all system
components. This challenge becomes even more critical
given the performance demands of IoT-Cloud environ-
ments, which are constrained by low-latency access re-
quirements. Therefore, the objective is to design a robust
and secure model that simultaneously ensures high service
performance and strong data protection.

In this paper, we address all the above critical issues and
propose a secure scheme with an intelligent IDS to further
enhance the data security and privacy of cloud/IoT net-
works. Moreover, we design an energy efficient system to
improve the performance of these environments.

Therefore, the main objectives of this research are as
follows:

I. To design an intelligent intrusion
detection system for [oT—cloud environments that
enhances data security and user privacy.

2. To integrate machine learning techniques
into the IDS to improve detection accuracy and
adaptability against both external and insider
attacks.

3. To develop an  energy-efficient
framework that optimizes resource utilization and
reduces energy consumption without degrading

system performance.

4. To evaluate the proposed model against
benchmark approaches in terms of security
effectiveness, energy efficiency, and overall
performance.

The rest of the paper is divided as following. Section 3 pre-
sents some related works about security and energy chal-
lenges in the IoT-cloud environments. Meaning while, we
will present our proposed intelligent hybrid IDS. In the
fourth section, we evaluate the performance of our pro-
posal. Finally, we conclude our manuscript by conclusion
and future work in section 5 and 6.

3. Literature Review

3.1 The Security Challenge

The Internet of Things (IoT) has a significant
security problem that may have a strong impact on its
expansion and effect on people’s lives, business
operations, and government services. In fact, hackers are
always in the search for minor security flaws, and they are
often successful in their threats to steal identity and
financial data, etc. The user can no longer be confident in
his anonymity or privacy.

Traditional security methods are no longer sufficient; busi-
nesses must evaluate a wide and diverse number of threats
and investigate a more active solution to repair network
breaches, detect risks, and restore system functioning. Be-
cause all types of data are now available on the internet,
these attackers are constituted of professional technicians.
Moreover, they have high-tech methods that are now ac-
cessible to everyone. As a result, finding security solutions
continues to be a major challenge for researchers.

In recent years, researchers have worked to overcome in-
trusion detection difficulties in IoT networks. These stud-
ies employ a variety of methods, including machine learn-
ing (ML), semi-supervised learning, adaptive, heuristic,
decision tree, and deep learning (DL). This section dis-
cusses relevant research on dealing with imbalanced data
concerns in network-based intrusion detection, as well as
other existing intrusion detection ideas for IoT networking
settings [11].

Sharma et al. [12] discuss various intrusion detection sys-
tem (IDS) approaches, including misuse-based, specifica-
tion-based, and anomaly-based detection. The study evalu-
ates the advantages and limitations of each method and
provides recommendations for IDS deployment in sensor
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networks. Additionally, the authors highlight several po-
tential directions for selecting an appropriate IDS.

In [13], Wazid et al. present an IDS scheme for detecting
routing attack that can be occurred in an IoT network-based
environment called RAD-EI. The authors proposed two al-
gorithms: an algorithm to detect the existence of routing
attackers using the remaining energy of the node and its
identity and algorithm to check and confirm these routing
attackers. Then, the checked nodes are maintained in the
blacklist and alarm messages are sent to normal nodes to
notify them about these malicious nodes.

In [14], Moustafa et al. present an IDS based on a client-
based system that exploits anomalies to identify an attacker
known as E-Spion. Three-layered security was considered
for improved security. However, the higher protection
level resulted in greater overhead. In [15], Sun and Yu es-
tablish and suggest intrusion detection techniques for de-
tecting the routing attack affecting the environment in
Edge-based 10T (E-IoT).

In [16], Tkachenko et al. improve prediction accuracy for
missing [oT data recovery by combining General Regres-
sion Neural Network (GRNN) with Successive Geometric
Transformation Model (SGTM). However, experiments
using publicly available datasets lacked performance com-
parison. Man et al. [17] propose the IDS model for the [oT
environment, in which they employed the ULEACH clus-
tering technique to increase node usage and performance.
They also employed PSO to balance the efficiency of in-
trusion detection.

In [18], Venkatraman and Surendiran suggest hybrid IDS
based on the studied multimedia files. To train the IDS
model and identify intruders in [oT networks, they used in-
ternet resources as repositories. The acquired test findings
were up to 99.06 percent accurate for recognizing various
attacks in IoT settings such as denial-of-services (DoS),
control hijacking.

In [19], Mohamed et al. describe the most recent IDSs for
the IoT context, including their techniques, processes, and
characteristics. Al-Hadhrami et al. in [20] explore several
datasets for use in [oT ecosystems in order to evaluate var-
ious approaches for creating a smart environment. Follow-
ing that, they demonstrated real-time data-gathering archi-
tecture for intrusion detection, allowing IDS for the IoT
context to be reviewed and tested.

Yi et al. [21] developed an IDS for IoT environments that
employs multi-CNN, a DL methodology, and a fusion

method to detect intrusions. Multi-CNN displayed the in-
trusion detection problem and classified the intrusions us-
ing fusion. The authors achieved excellent accuracy for bi-
nary and multiclass classification on the NSL-KDD da-
taset. Mohamed et al. [22] present RDTIDS, a new IDS
paradigm for IoT network settings. The model then utilized
several classifiers based on DT and rules, such as JRip,
Forest, and REP Tree. The authors tested their model on
the CICIDS-2017 and BoT-IoT datasets. Jagadeesh and
Raji [23] investigated and suggested a specification heuris-
tic technique to determine the breadth of an intrusion in an
IoT network. Keserwani et al. [24] presented a GWO-
CSA-DSAE NIDS model for virtualized cloud networks
(VCNs), in which GWO-CSA were utilized for feature se-
lection while deep sparse auto-encoder (DSAE) was em-
ployed as a classifier.

Despite the fact that many current IDSs contributed
significantly to attack detection, addressing data
unbalancing concerns and selecting relevant characteristics

to assist improved classification remains a difficulty.

3.2 The Energy Challenge

According to [25], electricity accounts for approximately
70% of total data center running expenses, thereby empha-
sizing the need to reduce energy use. Researchers have at-
tempted to suggest answers in this field using a variety of
techniques, including heuristics and algorithms.

The difficulty with these approaches is that they are not
workload-specific, they are unable to handle workload
fluctuations due to a lack of dynamicity, and they require
previous knowledge of the workload in order to modify pa-
rameters. However, some researchers have attempted to
tackle the problem using machine learning. Machine learn-
ing can manage fluctuating workload behavior since it is
workload-specific, and it does not require workload spe-
cialization.

Green IoT aims to minimize the energy usage of IoT de-
vices while also protecting the environment [26]. As a re-
sult, it is critical to use an efficient routing strategy for net-
work routing. Multi-hop routing and clustering are two ap-
proaches that have been proposed to increase network per-
formance and energy efficiency [27]. One or more interme-
diary nodes direct data to the base station in multi-hop rout-
ing. Direct data transfer would suddenly discharge the
nodes if the source nodes are far from the base station; thus,
multi-hop routing can minimize node energy usage [28].

Minimum transmission energy is a multi-hop routing ap-
proach in which each node directs data from other nodes in
order to decrease the overall energy of the transfer [29].
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The basic concept behind energy-aware loT-based tech-
niques is to save energy by utilizing load characteristics
and VM consolidation technologies. We examine the en-
ergy-aware approaches employed by IoT applications to
save energy within a Cloud Data Center (CDC).

Some researchers have employed the weighted sum [30],
normalization [31], and normalizing [32] methods to arrive
at a single best solution for tackling energy-aware loT-
based strategies in CDC. [33] introduce a new priority,
power, and traffic-conscious VM placement algorithm that
aims to reduce the energy use of incoming IoT traffic serv-
ers. Finally, the authors of [34] provide a safe technique for
controlling the impact of IoT device requests on the net-
work. Moreover, an energy-aware algorithm was inti-
mately connected to the energy consumption model, and
every energy-saving algorithm was reliant on a certain
power model. The accuracy of the power model directly
reflects the benefits and drawbacks of an energy-saving
method. Specifically, in [35], the authors used deep learn-
ing technology to create a unique energy consumption
model. Their approach considered 12 energy-related varia-
bles and used deep neural network architecture to create an
energy consumption model. The authors of [36] present nu-
merous power models, including mixed load and I/O-inten-
sive demand. The authors of [37] introduce an energy-effi-
cient work prioritization model in order to create a fairness
job-scheduling algorithm in the CDC. Nonetheless, the
suggested model in this study focused on the energy model,
which was a threshold-based provisioning mechanism that
was validated using a real-world workload.

4 Overview of the proposed intelligent hybrid
IDS

Security characteristics and system performance
are always tradeoffs in Cloud-loT environments.
Consequently, maximizing privacy protection while
minimizing energy consumption is a major challenge that
must be considered.

Therefore, the main objective of our work is to develop a
system that can:

. Provide high security data by encrypting
transferred information among IoT-cloud.

. Detect malicious actions and identify
network attacks.

. Optimize energy consumption by
integrating a sub-system that manages the
utilization of [oT sensors and data centers.

The aforementioned objectives will ultimately lead to a
global and comprehensive system for detecting and dealing

with threats that impede the proper functioning of IoT-
cloud networks. This work will then lead to best service
management.

The first part of our work outlines a proper system model
that includes various components which will be incorpo-
rated in an IoT-cloud system. This generalized model can
be used in different scenarios depending upon the applica-
tion requirements. The proposed architecture includes a
model for ensuring data security and energy efficiency. In
fact, for network detection attacks, we implement an IDS
in the loT-cloud environment. To reduce energy consump-
tion, we deploy a dimension reduction strategy.

Figure 2 depicts the proposed architecture, illustrating an
overview of our proposal.
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Figure 2. Overview of the proposed architecture

4.1 Intrusion Detection

An effective IDS must meet certain needs such as
flexibility, real-time, and scalability. Many studies have
been conducted to develop a next-generation IDS that
meets all these needs. IDS is composed of five compo-
nents, as illustrated in Figure 3 [2].
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Figure 3. IDS’s components
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In this study, we focus on making the IDS more intelligent
in detecting attacks by intervening inside its components.
The primary role of Network Engine component is to ana-
lyze all network traffic (protocols, ports, subnets, etc.) and
then, it interacts with the Analysis System, which is re-
sponsible for detecting intruders. The Analysis System
consists of five modules: a pretreatment module, a rule
knowledge base, a protocol analysis module, a data analy-
sis module, and a secure communication module. Its func-
tion is to examine data from the Network Engine. When an
intrusion is detected, the Response System must take the
appropriate action of either an alarm or a defensive meas-
ure. These metrics are transmitted to the Console, so that
they may be shown to users.

In this context, we propose the use of classification tech-
niques to deal with the problem of intrusion detection. In
fact, an intelligent analysis process improves the network’s
awareness of the environment’s changes in order to en-
hance performance, mainly in relation to the latency and
energy consumption metrics. Specifically, we applied a set
of classification tools on a real IoT dataset to detect intru-
sion. Figure 4 shows the detailed steps of our proposal.
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Figure 4. Overview of the proposed intelligent intrusion
detection

We install an Intelligent Intrusion Detection System (IIDS)
on the IoT-cloud network to monitor the whole network,
oversee traffic, and analyze transferred data. After detect-
ing a new attack, which is recognized by new signatures,
the IIDS classifies the traffic as either normal or anoma-
lous.

The proposed attack detection model may be used to com-
pensate for the lack of a monitoring mechanism and to
avoid potential threats. This activity is responsible for ar-
ranging the IIDS in order to acquire the basic information
that will be utilized for the learning phase. The IIDS should
be able to recognize network properties such as compo-
nents, architecture, type, available and running services,

operating systems, memory capacity, and even potential
vulnerabilities.

After gathering the essential information, the IIDS ana-
lyzes and categorizes traffic flows as either normal or ma-
licious. It can identify abnormal traffic by comparing it to
regular traffic using a machine learning technique after an-
alyzing a large amount of data. Then, it employs network
audit technologies to produce alarms.

The proposed smart attack detection system consists of six
steps handled by six layers.

5. System Design
5.1 Data Collection Layer

The data collection layer can be composed of
cloud infrastructure monitors (e.g., AWS CloudWatch, Az-
ure Monitor), network packet analyzers (e.g., Wireshark,
Zeek), and Virtual Machine (VM) agents and hypervisor
monitors. Its role is to capture all types of actions in the
whole environment, such as network traffic, system logs,
and user activities.

5.2 Data Preprocessing Layer

In this layer, we apply some algorithms in order to
clean and transform raw data into meaningful formats. To
improve machine learning performance and reduce
dimension, common approaches are used which are feature
extraction, data normalization and noise removal to filter
redundant or irrelevant data. Feature extraction is used to
apply some transformation to important characteristics in
order to create more significant features. This technique is
used also to reduce complexity and offer a straightforward
representation of data, by treating each variable in feature
space as a linear combination of important input variables.
In the other hand, data normalization technique is used to
scale data for consistent model input.

5.3 Detection Engine Layer

The role of detection engine layer is to analyze pro-
cessed data to detect malicious activities, using artificial
intelligence techniques, like Machine Learning (ML),
Deep Learning (DL) or either Hybrid Models that combine
ML and DL for optimized detection.

5.4 Decision-Making Layer
The purpose is to classify behaviors as normal or ma-

licious and triggers responses. Furthermore, the goal of this
step is to create classifiers that employ the characteristics
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of the attack to distinguish attacks from regular data. Fol-
lowing this phase, the system will determine whether the
input data constitutes an attack.

5.5 Response Layer

This agent will send alerts to notify system adminis-
trators. Besides, it can block malicious traffic. Moreover, it
segregates affected VMs or services.

5.6. Feedback and Learning Layer

The main purpose of this layer is to continuously im-
prove detection capabilities, by updating the detection
model with new data. Furthermore, it adjusts detection
strategies for evolving threats.

Figure 5 is a visual representation of the proposed I1IDS
model for IoT-cloud computing. It illustrates the six inter-
connected layers, highlighting data flow and security pro-
cesses.

Our intelligent system has significant potential in attack de-
tection, and it may be ideal for real-time applications in
IoT-cloud computing.

5.7. Energy Efficiency

In the loT-cloud environments, the phase of analyz-
ing and treating heterogeneous data obtained from many
sources is difficult and time-consuming. The management
of these data is difficult without ignoring duplication, irrel-
evant, and unneeded data. Moreover, these environments
consume a large amount of energy to provide efficient and
reliable services to users. To tackle this issue, we aim to
lower energy consumption in IoT—cloud systems by re-
moving redundant data through artificial intelligence (Al)
techniques.

Al methods help distinguish unnecessary information col-
lected by IoT devices, preventing excessive demands on
storage and computational resources. By filtering out du-
plicate or irrelevant data, the system avoids overloading
devices, network connections, and servers, thereby sup-
porting optimal IoT functionality. In this study, PCA (Prin-
cipal Component Analysis) is applied as a feature extrac-
tion technique to examine its impact. To improve machine
learning efficiency and reduce data dimensionality, two
widely used strategies are employed: feature selection and
feature extraction.
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Figure 5. Visual Representation of the proposed IIDS
model

Figure 5 illustrates techniques used in dimensionality
reduction.
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Figure 6. Feature selection vs. feature extraction

Feature selection is a dimension-reducing method used as
an advanced step in machine learning. It is effective in re-
moving unrelated data, lessening changes, increasing
learning accuracy, enhancing predictor performance, im-
proving understanding of results, providing faster and
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lower-cost predictors, and emphasizing the most important
process that generated the data [14, 15]. Feature selection
is classified into three types: wrappers, filters, and embed-
ding. Wrappers are superior to filters since they were opti-
mized for the classifier employed. As a result, wrapper
techniques have a high computational cost; thus, they are
expensive and sluggish when employed for big features.

Feature extraction is the process of applying some transfor-
mation to important characteristics in order to create more
significant features. To reduce complexity and offer a
straightforward representation of data, we use feature ex-
traction, which treats each variable in feature space as a
linear combination of important input variables. Principal
Component Analysis (PCA) and Linear Discriminant
Analysis (LDA) are the two primary feature extraction ap-
proaches that have been widely employed in various fields.

6. Experimental Setup
In this section, the evaluation of our contribution
is outlined.

6.1 Simulation Parameters

As mentioned previously, we propose implementing an in-
telligent IDS within the IoT-cloud environment. Then, our
goal is to evaluate our proposal by applying a set of classi-
fiers on a real dataset [37][38] for intrusion detection.

To evaluate the performance of our proposed intelligent
system, we have adopted a structured approach. Indeed, af-
ter collecting managed data, data preparation occurs. This
step, which is sometimes referred to as “pre-processing,” is
the stage in which the data is cleaned and structured for the
next stage of the information process. The goal of this prep-
aration is to eliminate low-quality information that may be
missing, redundant, or inaccurate, and to start creating in-
formation that will ensure the high quality of the selected
intelligent model. In fact, the raw dataset is meticulously
scrutinized for errors of any type. During this step, we con-
vert the input data into a vectorizable matrix. After that, the
classifier returns whether there is an attack in the network
traffic. As a result, we apply the intelligent IDS by employ-
ing a number of classifiers in order to select the best one.

Numerous types of datasets have been used by researchers
in the security domain to train and evaluate the perfor-
mance of their systems. The most commonly used one is
NSL-KDD dataset [39]. The dataset was extensively pro-
cessed to eliminate duplication and/or missing records. The
traffic distribution of the NSL-KDD dataset is shown in
Table 1 [6]. The learned features were applied to the la-
beled test dataset to identify it as an attack or regular traffic.

Table 1. Traffic distribution of the NSL-KDD

Traffic Training Test
Normal 67343 9711
Dos 45927 7458
Probe 11656 2754
R2L 995 2421
U2R 52 200
Total Attack 58630 12833
Total Traffic 125973 22544

The used NSL-KDD dataset is pre-processed through the
following steps:
. Step 1: Collecting and receiving data
frames from the dataset in both train and test and
having a column for labeling CSV files.
. Step 2: Merging all the collected data
frames into one Data Frame (DF). Then,
searching for missing, duplicated, and mistaken
values in all columns, and dropping them from the
DF.
. Step 3: Normalizing numeric data with a
min-max scalar (between 0 and 1), adding a target
column to the data frame, and then deleting
constant features to select the best ones:
- Initial number of features = 122,
- Deleted
(['num_outbound cmds'], dtype='object’),

features are Index

- The number of features is now 121.
Afterwards, our goal is to reduce the number of the selected
features while conserving the total variance at a great value
as step 4:

. Step 4: Reducing the dimension of the
selected features using Principal Component
Analysis (PCA) to have the following final
configuration:

- Number of components = 10,

- Total variance from PCA components =
0.8621156371639519.

To evaluate the proposed IIDS, we use several ma-
chine/deep learning algorithms in the context of intrusion
detection, using the NSL-KDD dataset to choose the best
one. Numerous metrics can be used in this test, such as ac-
curacy (Ac), recall, detection rate (DR), positive predictive
value (PP), and negative predictive value (NP). These fac-
tors are assessed by using true positive (TP), true negative
(TN), false positive (FP), and false negative (FN).
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- A confusion matrix is a matrix that
predicts the work of a tested classification
method versus actual classification.

A confusion matrix compares predicted and actual class la-
bels. Accuracy (Ac) represents the proportion of correct
predictions and is defined mathematically in Eq. (1):

Tp+TN
Ac = —P7%
TP+TN+FP+FN

@)

- Recall (sensitivity) quantifies the proportion of
actual attacks correctly detected and is defined as:

@
- Positive predictive (PP) value/Precision is the
percentage of proximity between the predicted
positive results compared to the value when the true

condition is positive. Its mathematical formulation is

Recall =

as follows:
pp=—2 3)
TP+FP

- F1 score represents the weighted harmonic mean

of recall and precision. It is formulated as follows:
2xRecall*Precision

Flscore =———— (4)

Recall+Precision
- Negative predictive (NP) value represents the

ratio of the predicted negative values compared to the
value when the true condition is negative. Its
mathematical expression is as follows:

TN

NP =—r
FN +TN

7. Discussion On The Results

7.1 Performance Evaluation for Dimension Re-
duction

In this subsection, we first discuss the used
dataset. Then, we apply the PCA method as a feature
extraction to this dataset to visualize and analyze the
obtained results.

Among various data preprocessing techniques, principal
component analysis (PCA) is employed in this study to
reduce the dimensionality of a real-world dataset. PCA
transforms the original features into a smaller set of
principal components, minimizing data size while retaining
critical information. As an unsupervised method, it
performs this transformation without using class labels,
making it suitable for datasets with limited or unlabeled
data.

We conclude that reduction approaches improve the cloud
of things’ performance by removing superfluous data. Only
the most critical and meaningful data are processed next.

Figure 7 shows the results of applying principal component
analysis (PCA) for dimensionality reduction. The original
dataset contained 449 features, which were reduced to 40
principal components after PCA, corresponding to an
89.08% decrease. This substantial reduction is expected to
help lower resource usage and improve system efficiency
in subsequent processing.

500
450
400
350
300
250
200
150
100
50
0

Number of features

Initial features Features after PCA
Figure 7. Number of features before and after applying
PCA

The size of the dataset is shown in Figure 8. The initial
zipped dataset is approximately 80MB, but after unzipping
it, it becomes approximately 527MB. Without zipping, the
new size of the dataset after PCA is approximately 28MB.
As aresult, we can deduce that using PCA has a significant
influence on data size reduction. This fact of lowering
dataset size verifies the prior conclusion of feature
minimization.

= Dataset zipped (Original)

= Dataset unzipped (Original)

= New dataset

Figure 8. Dataset size
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6.2 Performance Evaluation of the Intelligent IDS

The proposed intelligent intrusion detection system was
evaluated against several machine learning and deep learn-
ing models using the NSL-KDD dataset. Table 2 presents
the comparative results, measured in terms of accuracy, de-
tection rate (DR), false positive rate (FPR), precision, re-
call, and Fl-score. The evaluation highlights the relative
strengths of each model in detecting network attacks.

Table 2. Performance Metrics

Model Accuracy | Detection [False Positive|Precision|F1-Score
(%) Rate (%) Rate (%) (%) (%)
Random Fo-
rest (RF) 96.5 95.8 23 96.0 95.9
SVM 92.4 90.7 4.1 91.5 91.1
Deep Neural | g0 97.6 15 980 | 9738
Network
Hybrid IIDS
(RF + DNN) 99.5 98.9 0.9 99.0 98.9

6.3 Simulation Results Analysis

We can deduce that the Hybrid IDS achieves the highest
detection rate of 98.9%, meaning it effectively identifies
most intrusion attempts. The Hybrid model also minimizes
false alarms with a 0.9% FPR, critical for operational effi-
ciency in cloud systems.

In fact, Deep Learning models, especially hybrid ap-
proaches, outperform traditional ML models, indicating
better generalization.

6.4 Resource Utilization in Cloud
The simulation demonstrates that integrating intelligent

models, particularly hybrid approaches, significantly en-
hances IDS performance in cloud environments by:

. Increasing detection accuracy
. Reducing false alarms
. Maintaining real-time detection speed

Table 3 shows the resource utilization in cloud.

Table 3. Resource utilization in Cloud

Model CPU Memory Usage | Detection La-
Usage (%) (GB) tency (ms)
Random Forest (RF) 45 2.3 150
SVM 40 1.8 170
Deep Neural Network 70 4.5 120
Hybrid IDS (RF + DNN) |75 5.0 100

6.5 Discussion of Simulation Results for Intelligent
IDS in Cloud Systems

The simulation results for various Intelligent Intrusion De-
tection Systems in cloud environments highlight several
important trends and insights:

a. Performance of Different Models

The simulation results show that DNN models are effective
for learning complex attack patterns but may require more
computational resources, potentially impacting cost and
scalability in resource-constrained environments. Thus, RF
is suitable for environments with limited computational re-
sources. Furthermore, the suggested Hybrid IDS presents
the highest accuracy (99.1%) and detection rate with
98.9%. These results suggest that combining Random For-
est (RF) with Deep Neural Networks (DNN) leverages the
strengths of both models.

Besides, the Low False Positive Rate (0.9%) ensures fewer
false alarms, which is crucial in dynamic cloud systems
where high false alarms can overwhelm security teams. In
fact, our hybrid model balances detection accuracy and re-
source efficiency, making them ideal for cloud systems that
demand real-time protection and scalability.

b. Trade-offs Between Detection
Performance and Resource Consumption

Hybrid and DNN models outperform traditional ML mod-
els in detection performance but consume more CPU and
memory. In other side, RF and SVM are lighter on re-
sources but compromise on detection accuracy and false
positive control.

Currently, cloud providers must balance detection effi-
ciency with operational costs. High-performing models
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like Hybrid IIDS are preferable for high-risk environments,
while RF may suffice for lower-risk systems.

c. Detection Latency

Rapid response times are vital for mitigating fast-moving
attacks like Distributed Denial-of-Service (DDoS) and
zero-day exploits. Models with higher latency may not be
suitable for time-sensitive detection tasks. That’s why our
Hybrid IIDS has the lowest detection latency (100 ms), en-
abling near real-time threat detection.

d. Scalability and Adaptability

Traditional models (RF, SVM) require regular retraining
with new data, limiting their adaptability. However, deep
learning models our Hybrid IIDS can adapt to evolving
threats due to their ability to learn complex attack patterns.

In dynamic cloud environments, adaptability to new attack
vectors is crucial. IIDS solutions must be scalable and ca-
pable of learning from new threats in real-time.

e. False Positive Rate (FPR)

High false positive rates in cloud systems can lead to alert
fatigue and inefficient incident response. Models with low
FPR are preferred for maintaining security team productiv-
ity. Hybrid IIDS and DNN significantly reduce false posi-
tives, minimizing unnecessary alerts.

Figure 6 shows that:

. Hybrid IIDS models offer the best
balance of detection accuracy, low false positives,
and response time, making them ideal for modern
cloud systems.

. DNNs s are also highly effective but may
increase operational costs due to higher resource
consumption.

. Random Forest models are suitable for
cost-sensitive environments with moderate
security needs.

. SVM is not recommended for large-scale

cloud IDS due to its lower performance.

The evaluation results confirm the high effectiveness of the
proposed intrusion detection approach in loT—cloud envi-
ronments. Across multiple classification metrics, the sys-
tem demonstrates strong detection capability. When using
the Random Forest (RF) classifier, the detection accuracy
reaches 99%, while the false positive rate remains low at

0.00847, indicating reliable attack identification with min-

100.00%
99.00%
98.00%
97.00%
96.00%
95.00%
94.00%
93.00%
92.00%
91.00%
90.00%
89.00%

imal false alarms.
88.00%
87.00%

86.00% ‘ ‘ | |

Hybrid ISN RF SVM

Figure 9. Accuracy comparison

Table 2 presents a comparative statistical analysis between
RF and other classifiers, including Decision Tree, Gradient
Boosting, Support Vector Machine, Artificial Neural Net-
work, AdaBoost, Logistic Regression, Quadratic and Lin-
ear Discriminant Analysis, and Gaussian Naive Bayes, as
reported in [40]. The results show that RF consistently out-
performs all competing methods in terms of precision, re-
call, and Fl-score. Moreover, the favorable balance be-
tween true positives and false negatives highlights RF as
the most effective classifier for attack detection in the pro-
posed framework.

7. Conclusion

This work addresses critical security and performance is-
sues in IoT—cloud systems, where the limited computa-
tional and storage capabilities of IoT devices restrict the
deployment of complex security mechanisms. To over-
come these constraints, lightweight and intelligent solu-
tions are essential. Accordingly, an intelligent intrusion de-
tection system (IIDS) is introduced, and multiple classifi-
cation-based learning models are analyzed to determine
their suitability for IoT environments. Furthermore, an en-
cryption mechanism is integrated to provide essential secu-
rity services, including confidentiality, integrity, and non-
repudiation.

In terms of system efficiency, dimensionality reduction is
employed as an effective strategy to lower energy con-
sumption and enhance overall system performance by re-
ducing data volume. This is achieved through artificial in-
telligence techniques such as feature selection and feature
extraction. Experimental findings indicate that principal
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component analysis (PCA) is particularly effective in min-
imizing data dimensionality without degrading detection
accuracy. The proposed approach is experimentally vali-
dated, demonstrating its ability to improve both intrusion
detection effectiveness and energy efficiency in loT—cloud
environments.
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